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           O
n 31 March 2010, a British par-

liamentary committee exonerated 

Philip D. Jones, director of the Cli-

matic Research Unit (CRU) at the Univer-

sity of East Anglia, of personal wrongdoing 

in his conduct and management of research. 

Climate science fared less well. The Science 

and Technology Committee concluded in its 

report that the focus on a single individual had 

been misplaced: “we consider that Professor 

Jones’s actions were in line with common 

practice in the climate science community” 

( 1). Those practices included routine refus-

als to share raw data and computer codes. The 

committee judged that this had to change and 

that all future raw data and methodological 

work should be publicly disclosed.

In early 2009, few would have predicted 

that climate science was headed for a public 

trial or public embarrassment. The Intergov-

ernmental Panel on Climate Change (IPCC), 

the world’s chief provider of scientifi c knowl-

edge about the climate, enjoyed a pristine rep-

utation. With nearly two decades of work and 

four assessment reports to its name, the IPCC 

seemed to have quelled the doubts of many 

skeptics. A growing scientific consensus 

accepted the anthropogenic causes of climate 

change ( 2). Added validation came when the 

IPCC shared the 2007 Nobel Peace Prize with 

former Vice President Al Gore. President 

Barack Obama earned worldwide commen-

dation when he signaled that America was at 

last willing to act on the IPCC’s painstakingly 

assembled knowledge.

The ground shifted dramatically in 

November 2009 with the event that became 

known as “climategate” ( 3). A hacker entered 

the CRU’s computer system and disclosed 

some 1000 private e-mails and 3000 doc-

uments. Some showed climate scientists 

apparently fudging data to exaggerate the 

effects of warming. Words like “trick” and 

“hide,” referring to modelers’ techniques of 

representing data, were seized upon as signs 

that CRU was purposefully distorting results 

to support its claims. Other messages sug-

gested that scientists were reluctant to make 

raw data available to known critics and had 

tried to keep unfriendly papers from publica-

tion in peer-reviewed journals. In the ensu-

ing uproar, the credibility of climate science 

suffered. A poll conducted in February 2010, 

found a 30% drop over 1 year in the percent-

age of British adults who believe climate 

change is “defi nitely” real ( 4).

In a time when global policy increasingly 

depends on scientifi c knowledge, the CRU’s 

plight is not good news for science or society. 

What can be done to guard against such set-

backs and to rebuild public faith in the cred-

ibility of climate science? A half-century of 

scientifi c advising holds some lessons.

From Integrity to Accountability

Scientifi c progress has always depended on 

credibility and trust. To build new knowl-

edge, scientists have to be able to take each 

other’s fi ndings at face value. If every claim 

needed to be verifi ed before others could act 

on it, research would grind to a halt. English 

experimental scientists in the 17th century 

set out to perfect, not only their methods of 

inquiry, but also the techniques of commu-

nication that would enhance credibility. For 

example, the adoption of an impersonal writ-

ing style increased the appearance of objec-

tivity ( 5). As in the law, fact-fi nding in sci-

ence also called on witnesses to validate new 

claims. The sociologist R. K. Merton attrib-

uted the rise of peer review, a form of “orga-

nized skepticism,” to scientists’ need for 

results that could be trusted ( 6).

In earlier times, it was enough to build 

trust within a researcher’s community of 

scientifi c peers. Disciplines were small and 

methodologically coherent. Research neither 

drew heavily on public funds nor profoundly 

affected public decisions. Today, the circle of 

stakeholders in science has grown incompa-

rably larger. Much public money is invested 

in science and, as science becomes more 

enmeshed with policy, signifi cant economic 

and social consequences hang on getting the 

science right. Correspondingly, interest in the 

validity of scientifi c claims has expanded to 

substantially wider audiences. It is not only 

the technical integrity of science that matters 

today but also its public accountability.

In the United States, an elaborate legal 

framework for holding policy-relevant science 

accountable has been in the making since just 

after World War II. The 1946 Administrative 

Procedure Act (Public Law 79-404) required 

federal agencies to consult with the public 

before enacting new regulations; at minimum, 

providing notice and an opportunity to com-

ment. A later milestone was the 1969 National 

Environmental Policy Act (NEPA) (Public 

Law 91-190), which called for extensive pub-

lic inputs. Scoping exercises and hearings 

designed to solicit information from the pub-

lic and to explain agency fi ndings became 

recognized elements of the NEPA process. 

Many environmental and consumer protec-

tion laws now mandate public involvement 

beyond the requirements of notice and com-

ment. Moreover, administrative decisions 

can be overturned if an agency does not have 

adequate scientifi c and technical evidence 

or has failed to act reasonably on the basis 

of available knowledge ( 7). Under the Fed-

eral Advisory Committee Act (FACA) (Pub-

lic Law 92–463), scientifi c advisory com-

mittees must be fairly balanced and, in the 

absence of special circumstances, commit-

tee meetings and records are presumed to be 

open to the public.

The rising importance of public account-

ability is also refl ected in growing concern 

with ethics in science and the proliferation of 

ethics oversight bodies. Once limited largely 
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to concern for the welfare of human and ani-

mal subjects, today, ethics covers a wide array 

of issues across many emerging areas of sci-

ence and technology, including stem cell 

research, nanotechnology, computer science, 

and the neurosciences. It is no longer enough 

to establish what counts as good science; it is 

equally important to address what science is 

good for and whom it benefi ts.

A 1983 and a 1996 report of the National 

Research Council bookended the turn from 

integrity to accountability. The fi rst ( 8) rec-

ommended that the largely scientifi c exercise 

of risk assessment should be separated as far 

as possible from the political and value-laden 

task of risk management. The chief purpose 

was to protect science against possible biases. 

The second ( 9) concluded that risk analysis 

should be seen as an intertwined analytic-

deliberative process, requiring repeated pub-

lic consultation even in the production and 

assessment of scientific knowledge. Here, 

there was recognition that public consulta-

tion improves the quality and acceptability of 

expert judgments.

Science today has to meet a series of pub-

lic expectations, not only about its products 

but also about its processes and purposes. The 

credibility of climate science has to be evalu-

ated in this context of heightened demand for 

accountability. Accountability can be seen as 

a three-body problem, with each interacting 

component posing special problems for cli-

mate science.

A Three-Body Problem

The individual scientist or expert. In any 

professional activity where truth-telling 

counts—whether in law, accounting, engi-

neering, medicine, or science—practitioners 

must be held to high standards of honesty 

and integrity. In science, peer review partly 

serves this purpose, weeding out dishonesty 

and misrepresentation along with mistaken or 

inconclusive results. Of course, the scientifi c 

community has experienced many episodes 

of misconduct ( 10), but there is often broad 

agreement on what constitutes deviant behav-

ior, and publics by and large have reason to 

trust science’s self-correcting practices.

Scientifi c knowledge. This body is orga-

nized into disciplines or into well-defi ned, 

topically focused areas of inquiry. Reliable 

bodies of knowledge are built on theories and 

methods that have wide currency among prac-

titioners. Again, peer review serves a crucial 

legitimating function by maintaining rigor, 

coherence, and integrity in the development 

of a fi eld’s research frontiers. Peer review also 

demarcates work that is considered accept-

able from work that is not ( 11). In many areas 

of science, the ongoing work of peer criticism 

is enough to ensure a fi eld’s credibility to the 

outside world.

Committees that translate scientifi c fi nd-

ings into policy-relevant forms. This third 

body is increasingly important in modern 

democracies and frequently combines knowl-

edge and skills from experts in different fi elds 

and contexts—for example, science and engi-

neering, universities and industry, and bench 

and clinic. Their authority derives in part 

from individual members’ impartiality and 

sound judgment and in part from the views 

they collectively represent, as required in the 

United States by FACA. Scientifi c advisory 

committees have dealt with the demand for 

accountability far longer than scientists who 

never did the work of translating science for 

policy. In most Western countries, expert 

advisers are required to explain their judg-

ments to audiences outside, as well as within, 

their own research communities ( 12).

Implications for Climate Science

Standards of individual good behavior are 

especially diffi cult to identify and enforce 

in evolving scientifi c domains with under-

developed histories of accounting to exter-

nal audiences. Divergent national traditions 

of openness and confi dentiality present addi-

tional hurdles for climate scientists ( 13), who 

are involved in international, as well as inter-

disciplinary, consensus-building. As the UK 

inquiry on the hacked CRU e-mails revealed, 

some data relied on by climate scientists had 

been obtained from national governments 

under nondisclosure agreements. The par-

liamentary committee conducted, in effect, a 

process of post hoc standard-setting when it 

concluded that the climate science commu-

nity should have followed more open prac-

tices of publication and disclosure.

The sciences represented by IPCC Work-

ing Group I do not share common principles 

for such basic tasks as visualizing data, inter-

preting anomalies, representing uncertainty, 

data-sharing, or public disclosure. That such 

disparate communities have come to agree 

on the causes, size, and scope of the climate 

problem, through iterative rounds of assess-

ment, may be taken as strong evidence of reli-

ability. At the same time, the very fact that 

judgment has been integrated across many 

fi elds leaves climate science vulnerable to 

charges of groupthink and inappropriate con-

cealment of uncertainties.

Though intergovernmental in name, the 

IPCC is subject to none of the legal or politi-

cal requirements that constrain, but also legit-

imate, national expert committees. The IPCC 

has invented its own procedures, includ-

ing extensive and sophisticated peer review. 

These methods are good enough to satisfy 

many scientists, but they rest on traditions of 

scientifi c, rather than public, accountability. 

Yet the IPCC performs a mix of functions—

part scientifi c assessment, part policy advice, 

and part diplomacy—that demand external, 

as well as internal, accountability.

These problems suggest that it will not 

be enough for climate scientists to be still 

more scrupulous and transparent toward their 

peers. Adding more new forms of expertise 

may increase the credibility of the fi eld ( 14), 

but it will not fully address the third compo-

nent of accountability, which involves rela-

tions between science and its publics.

Creating accountability practices that 

work at a supranational level will be neither 

straightforward nor easy. Administrative pro-

cedures mostly operate within nation states, 

and there is no higher court where science 

can account for itself to the world. However, 

the IPCC has demonstrated that it can learn 

and change in its methods of representing sci-

ence to scientists. That ingenuity should now 

be directed toward building relationships 

of trust and respect with the global citizens 

whose future climate science has undertaken 

to predict and reshape.
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